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# ACE简介

## ACE的组织结构

OS适配层：提供跨平台包装函数；

wrapper façade层：类型安全、面向对象的方式封装函数和数据；

框架层：提供可供复用的架构；

网络化服务层：完整的、可复用的服务；

## 消除C++编译器之间的差异

处理编译器差异的四个主要方面：

1. 模版；
2. 数据类型；
3. 运行时初始化和关闭；
4. 分配堆内存；

运行时初始化和关闭：

ACE通过以下三个相关的类提供了可移植的解决方案：

ACE\_Object\_Manager：管理对象，可以向其登记必须销毁的对象，在关闭时会以与登记次序相反的次序销毁所有已登记的对象；

ACE\_Cleanup：ACE\_Object\_Manager使用这个类的接口管理对象生命周期.

ACE\_Singleton：实现单例模式，相比全局对象其实例化和删除都在程序控制下，还增加了线程安全性，确保只有一个对象进行初始化.

必须遵循以下两条：

1. 永远不要直接调用exit()；
2. 确保ACE\_Object\_Manager成功初始化（在不使用标准main函数时）.

分配堆内存：

统一编译器在内存分配失败时返回0或抛出异常的行为，使用宏统一返回0.

窄字符和宽字符：

ACE\_HAS\_WCHAR：启用ACE的宽字符配置

ACE\_USES\_WCHAR：指示ACE在内部使用宽字符配置

ACE\_TCHAR：根据ACE\_USES\_WCHAR使用char或者wchar\_t

ACE\_TEXT：根据ACE\_USES\_WCHAR正确地定义字符串文字

字符串类：

ACE\_CString

ACE\_WString

ACE\_TString

# 使用ACE日志设置

## 基本的日志记录和跟踪

诊断输出宏：

ACE\_DEBUG

ACE\_ERROR

ACE\_TRACE

常用严重等级：LM\_DEBUG、LM\_ERROR

ACE\_TRACE会在自己所在的地方打印一行调试信息，并在退出其作用域时打印另外一行信息.

ACE\_ASSERT

## 启用和禁用日志严重级别

ACE为每个新派生的线程自动维护该线程专有的ACE\_Log\_Msg类的单体实例,ACE\_LOG\_MSG可以快捷访问.

日志优先级分为线程级和进程级.

任意级别启用了该消息的严重级别，消息就会记入日志.

## 重定向日志输出

ACE日志默认输出到标准错误流STDERR.

可以重定向到系统日志记录器SYSLOG.

# 收集运行时信息

## 命令行参数和ACE\_Get\_Opt

ACE\_Get\_Opt可以解析两种选项：

-开头的单字符

--开头的多字符

使用：

定义短选项；

迭代；

## 访问配置信息

ACE\_Configuration\_Heap在内存中保存所有信息；

ACE\_Configuration\_Win32Registry注册表API封装

ACE\_Registry\_ImpExp含有类型信息

ACE\_Ini\_ImmpExp Windows INT格式，没有类型信息.

# 基本的TCP/IP Socket 用法

## 一个简单的客户

ACE\_INET\_Addr 基类 ACE\_Addr.

ACE\_SOCK\_Stream对象表示已连接的TCP Socket.

## 给客户增加健壮性

检查ACE\_OS::last\_error()

# 处理事件及多个I/O流

## Reactor框架总览

使用Reactor框架，应用要实现其事件处理只需做三件事：

1. 从ACE\_Event\_Handler派生一个或多个类，并实现各个虚回调方法；
2. 向ACE\_Reactor登记事件处理对象，并与感兴趣的事件关联起来；
3. 运行ACE\_Reactor事件循环.

反应器模式，基础是事件多路分离.

## 处理多个I/O源

Reactor框架的常见用途是处理来自多个来源的I/O.

反应器会把一个ACE\_Event\_Handler指针与一个句柄以及该事件处理器感兴趣的I/O事件关联在一起.

get\_handler()获得句柄的挂钩方法.

挂钩方法返回-1，handle\_close就会被调用.

## 信号

handle\_signal()

通过捕捉一个信号，执行end\_reactor\_event\_loop()来结束ACE\_Reactor循环.

## 通知

handle\_signal中的代码处在非正常的执行流中，而是处于信号状态.

在大多数平台上，如果你处在信号状态，你有许多事情不能做.

最安全的做法通常是，设置某种状态信息，把控制转到正常的执行语句.

notify -> handle\_exception()

## 定时器

handle\_timeout

被调用的时间不一定就是定时器到期的时间.

handle\_timeout接收的时间是被选择的时间，而不是当前的系统时间.

## Acceptor-Connector框架

允许程序员用模版参数指定特定的接受器类型和服务处理器类型，从而保证了框架的灵活性.

|  |
| --- |
| typedef ACE\_Acceptor<ClientService, ACE\_SOCK\_ACCEPTOR> ClientAcceptor  int ACE\_TMAIN(int, ACE\_TCHAR \*[])  {  ACE\_INET\_Addr port\_to\_listen(“HAStatus”)  ClientAcceptor acceptor;  if(acceptor.open(port\_to\_listen) == -1)  return 1;  ACE\_Reactor::instance()->run\_reactor\_event\_loop()  } |

不再继承ACE\_Event\_Handler，而继承ACE\_Svc\_Handler.

ACE\_Svc\_Handler允许你指定流类型和加锁类型.

之所以需要加锁，是因为派生自ACE\_Task，后者含有一个ACE\_Message\_Queue成员，你必须为这个成员提供同步类型.

ACE\_Svc\_Handler::open()的默认行为就是针对READ事件登记处理器.返回-1会调用close()挂钩方法.

ACE\_Connector与ACE\_Acceptor一样，产生一个ACE\_Svc\_Handler派生的对象，用于在连接建立后运行服务.

## 反应器实现

ACE通过使用桥接模式，可以改变反应器的实现.

改变实现：

|  |
| --- |
| ACE\_TP\_Reactor \*tp\_reactor = new ACE\_TP\_Reactor;  ACE\_Reactor \*my = new ACE\_Reactor(tp\_reactor, 1);  ACE\_Reactor::instance(my\_reactor,1) |

ACE\_Select\_Reactor：除Windows之外的所有平台的默认实现；

ACE\_WFMO\_Reactor：Windows上的默认实现；  
限制：

只能登记62个句柄；

只支持handle\_input、handle\_output、handle\_exception回调；

支持多个线程；

延迟的处理器移除.

如果使用的是COM/DCOM服务器，应该使用ACE\_Msg\_WFMO\_Reactor.

ACE\_TP\_Reactor：扩展了ACE\_Select\_Reactor，允许同时在多个线程中运行.

ACE\_Priority\_Reactor：根据ACE\_Event\_Handler的prioprity()的优先级分派.

# 异步I/O与ACE Proactor框架

必须在多个端点上进行I/O操作的应用会使用以下两种I/O模型之一：

1、反应式；

2、多线程，伸缩性不是很好；

异步I/O也称为前摄式I/O的伸缩性常常更好.

前摄式I/O允许应用在多个I/O端点上并行地发起一个或多个I/O请求，并且不用为等待它们的完成而阻塞.当每个操作完成时，OS会通知某个完成处理器，由它随后对结果进行处理.

## 为何使用异步I/O

反应式I/O常常在单线程中进行，由反应器的事件分派循环驱动.但在同一时刻每个线程只能执行一个I/O操作，这种本质可能会成为瓶颈，因为在多个端点上传输大量数据的应用无法利用OS或多个CPU或网络接口的并行能力.

使用多线程的缺点：

线程policy与并发policy紧密地耦合；

增加了同步复杂性；

同步造成性能的退化；

如果只是为了提供I/O并行度，使用多线程并非总是好的选择；

前摄式I/O模型有两个不同的步骤：

发起I/O操作；

在后面的某一时刻处理该操作的完成；

允许单线程化应用并发地执行多个I/O操作，并且不会带来与传统的多线程化机制相关的开销和复杂性；